
Studying Large Language
Model Generalization using

Influence Functions



Motivation

● Understand how Large Languages Models work

● How does size affect the ability for models to generalize?

● Which training samples impact particular behaviours of the 
model?

● Which layer of the LLM generalize the most?



Approach
Influence Functions!

Influence functions measure how a 
model’s parameters and output 
would change given a new training 
example.



Influence Function

● Which training samples cause behaviour X?

● Counterfactual: How does a model’s behaviour change if a new 
training sample Y is added to the training set?

Response function



Influence Function

The influence of z_m is defined as the first-order Taylor approximation to 
the response function at \epsilon = 0 — This is calculated using the 

Implicit Function Theorem:



Influence Function

● Influence functions have been found to be poor at answering the 
counterfactual and have been re-interpreted as approximating the 
proximal Bregman response function (PBRF).

● The authors go through a lot of effort to approximate IFs in a 
reasonable amount of time. More details about the math used to 
approximate can be found in the paper.



Influence Queries



Influence Queries

Influential sequences for the shutdown 
query on the 52 billion parameter model. 
The model exhibits generalization patterns, 
with the most influential sequences related 
to the given query more conceptually.

Tokenwise heatmaps in red (positive) and 
teal (negative) highlights influential parts of 
the sequence.



Influence Queries
Things to keep in mind while interpreting influence figures:

a. A different AI model generated the samples than the ones being studied

b. Token level gradients are affected by attention — doesn’t answer the 
counterfactual of change in model’s output if token was removed. (Don’t read too 
much into token level influence)

c. TF-IDS filtering or query batching used to filter training set — not all samples 
considered, and potential bias.

d. Influence is measured linearly as gradients, does not capture complex circuits or 
global rearrangement of model representations.



Shutdown Query — 52b Model



Shutdown Query — 52b Model, 810m Model



Token and Layer Level Influence



Token and Layer Level Influence

Although we compute influence at a token level, this is not the exact 
influence of the token, as each token's gradients are influenced by the other 
tokens around it. A particular attention head might learn to aggregate 
information in something like punctuation marks. The token that 
contributes significant influence might not be the one with the greatest 
counterfactual impact.

Therefore, we can't really evaluate influence at a token level because of this 
problem. One must not draw too many conclusions about influence at a 
token level for this reason.



Experiments & Conclusions



Influence Distribution

● Influence concentrated in a small 
percentage of the total training set.

● Large enough to indicate 
generalization and not just 
memorization.



Improvement with Scale

● Author consistently notice patterns 
that reflect better generalization as 
model scales.

● Better robustness, more abstract, 
generalize over languages.

● 810m model has simple overlapping 
tokens, whereas 52b model has 
more thematically related to query.



Improvement with Scale

Binary search examples shows that 
810m model’s most influential query just 
had random letters.

52b model’s most influential query is a 
binary search implementation in Java.



Generalization across Languages

We find that the larger 
models generalize better 
across languages.



Influence across Layers

Influence is, on average, 
spread across all 
different layers.

However, particular 
instances have different 
influence based on type 
of completion and 
question. 



Memorization
Excluding famous quotes and passages, the authors didn’t find any clear instances of 
memorization.

The authors also ask: “Is it the case that influence functions are somehow incapable of 
identifying cases of memorization?”. They calculate the influence for famous passages or 
quotes to find that the top influential sequences in such cases were the exact passage.



Sensitivity to Word Ordering
Changing the word order in the training 
sample drastically changes the influence.

Authors hypothesize that this is because the 
lower layers understand the query and the 
upper layers predict more of the future 
tokens.



Role Playing
The authors find that LLMs are neither “stochastic parrots” nor are they carrying 
out sophisticated planning when role-playing. They find that the models just 
imitate behaviour that's already seen in the training examples without 
understanding the underlying reasons for those behaviours.

Occam’s Razor suggests there is no need to postulate more sophisticated agent 
representations or planning capabilities to explain the role-playing instances we 
have observed.



Summary
● Optimization in using influence functions to perform analysis.

● Models are generalizing over training examples.

● Model’s ability to generalize increases with increase in size.

● LLMs are able to generalize across languages.

● The middle layers do more abstract processing, whereas the upper and lower 

layers are more involved in token generation.

● Evidence that the model isn’t memorizing training examples.

● Sensitivity to word order in training examples.



Thanks!
https://suchicodes.com/u/sllmgif

(studying large language model 
generalization using influence functions)


